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Given their is no page limitation, we present our figures and tables without saving space.

1 Table with citation

As we can see, AAAI’s ucite label including author name and year and publication. This makes a
long row for our table with citation. Due to page limitation, we dont show the ucite label in our
paper, and the full version is as follows:

Methods top-1 top-5 top-10
LFDA [Pedagadi et al. 2013] 32.9 68.5 82.2
KISSME [Koestinger et al. 2012] 36.5 67.8 78.8
LADF [Li et al. 2013] 39.0 76.8 89.0
STF3D [Liu et al. 2015] 44.3 71.7 83.7
TDL [You et al. 2016] 56.3 87.6 95.6
MARS [Zheng et al. 2016] 53.0 81.4 -
SeeForest [Zhou et al. 2017] 55.2 86.5 91.0
CNN+RNN [McLaughlin et al. 2016] 58.0 84.0 91.0
Seq-Decision [Zhang et al. 2018] 60.2 84.7 91.7
ASTPN [Xu et al. 2017] 62.0 86.0 94.0
QAN [Liu et al. 2017] 68.0 86.8 95.4
RQEN [Song et al. 2018] 77.1 93.2 97.7
STAN [Li et al. 2018] 80.2 - -
Snippet [Chen et al. 2018] 79.8 91.8 -
Snippet+OF [Chen et al. 2018] 85.4 96.7 98.8
VRSTC [Hou et al. 2019] 83.4 95.5 97.7
AP3D [Gu et al. 2020] 86.7 - -
SSN3D 88.9 97.3 98.8

Table 1: Comparison with related methods on iLIDS-VID

Methods top-1 top-5 top-10 mAP
Mars [Zheng et al. 2016] 68.3 82.6 89.4 49.3
SeeForest [Zhou et al. 2017] 70.6 90.0 97.6 50.7
Seq-Decision [Zhang et al. 2018] 71.2 85.7 91.8 -
Latent Parts [Li et al. 2017] 71.8 86.6 93.0 56.1
QAN [Liu et al. 2017] 73.7 84.9 91.6 51.7
K-reciprocal [Zhong et al. 2017] 73.9 - - 68.5
RQEN [Song et al. 2018] 77.8 88.8 94.3 71.7
TriNet [Hermans et al. 2017] 79.8 91.3 - 67.7
EUG [Wu et al. 2018] 80.8 92.1 96.1 67.4
STAN [Li et al. 2018] 82.3 - - 65.8
Snippet [Chen et al. 2018] 81.2 92.1 - 69.4
Snippet+OF [Chen et al. 2018] 86.3 94.7 98.2 76.1
VRSTC [Hou et al. 2019] 88.5 96.5 97.4 82.3
AP3D [Gu et al. 2020] 90.1 - - 85.1
SSN3D 87.3 94.6 97.8 78.1

Table 2: Comparison with related methods on MARS
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Methods top-1 top-5 top-10 mAP
EUG [Wu et al. 2018] 83.6 94.6 97.6 78.3
VRSTC [Hou et al. 2019] 95.0 99.1 99.4 93.5
AP3D [Gu et al. 2020] 96.3 - - 95.6
SSN3D 96.8 98.6 99.4 96.3

Table 3: Comparison with related methods on DukeMTMC

2 More visualized figure on Pedstrain
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Figure 1: SSN trained in unsupervised strategy on Pedstrain128. Compared to SSN with semi-
supervised learning, SSN selects the discriminative parts, but it is less accurate or stable. 1) Selected
parts are discriminative as most of them are contours of person. 2) In some pictures, multiple parts
with similar pixel value within a frame are selected, which shows the deficiency of unsuprevised
learning handling similar parts. 3) for some person, the selected part are not always stable, parts of
legs and clothes are selected from multiple frames.
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3 More visualized figure on Amber Abstract

Figure 2: More of Amber Abstract: SSN is so powerful to extract patterns. The selected parts are
sharing some similarities.
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