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Abstract

This paper addresses the problem of human rendering
in the video with temporal appearance constancy. Recon-
structing dynamic body shapes with volumetric neural ren-
dering methods, such as NeRF, requires finding the corre-
spondence of the points in the canonical and observation
space, which demands understanding human body shape
and motion. Some methods use rigid transformation, such
as SE(3), which cannot precisely model each frame’s unique
motion and muscle movements. Others generate the trans-
formation for each frame with a trainable network, such
as neural blend weight field or translation vector field,
which does not consider the appearance constancy of gen-
eral body shape. In this paper, we propose CAT-NeRF for
self-awareness of appearance constancy with Tx?Former,
a novel way to combine two Transformer layers, to sep-
arate appearance constancy and uniqueness. Appearance
constancy models the general shape across the video, and
uniqueness models the unique patterns for each frame. We
further introduce a novel Covariance Loss to limit the cor-
relation between each pair of appearance uniquenesses to
ensure the frame-unique pattern is maximally captured in
appearance uniqueness. We assess our method on H36M
and ZJU-MoCap and show state-of-the-art performance.

1. Introduction

Rendering an animated person in a video from a novel
viewpoint is helpful for several applications, such as game
design and simulation, and involves implicit inference of
the 3-D human shape and pose. High-quality human recon-
structions require modeling the detailed appearance of each
frame, which are expensive in computation and ignore the
constant appearance of the same person in the sequence. In
addition, when encountering occlusions, framewise recon-
struction cannot fill in these occluded patterns with knowl-
edge from current viewpoints, which we can find in other
frames as the constant appearance of the same person.

In this work, we focus on mining the appearance con-
stancy among the frames for rendering dynamic body

(a) Clothes Change

(b) Muscle Movements

Figure 1. For the dynamic body in the video sequence, we have
some unique framewise patterns from (a) change of the patterns on
the clothes and (b) change of the muscles in addition to the con-
stant appearances and shapes that are shareable across the frames.

shapes based on the neural radiance field (NeRF) [24].
NeRF implicitly records the density and color of the ob-
ject, making viewpoint-free rendering possible without re-
quiring explicit geometric modeling. NeRF constructs two
spaces for the animation of an object: an observation space
for each frame reflecting the observed object shape, and a
canonical space for a specific pose shared by all frames.
The alignment between these spaces requires understanding
both shapes and dynamic motions.

To align the points between these two spaces, researchers
use SE(3) [29] or a translation vector field [32,35] for build-
ing correspondences between the canonical and observa-
tion spaces. The translation vector field predicts the cor-
respondence with a trainable neural network, while SE(3)
uses rigid transformation for rotation matrix computation
between body parts. Considering the non-rigid transfor-
mation of the human body shapes, finding such correspon-
dence between these two spaces requires both understand-
ing of rigid transformation for global shapes and non-rigid
local movements and motions. We show two examples in
Figure 1. Based on constant shapes and appearance, dy-
namic body shapes introduce unique framewise appearance
from changing patterns on (a) the clothes and (b) muscle
that cannot be captured with rigid transformation.

To solve this problem, we separate appearance con-
stancy and uniqueness between the frames based on
the neural blend weight fields [32] with Constancy
Awareness Tx2Former, abbreviated as CAT-NeRF. We ap-
ply a temporal-constant feature to model the constant ap-



pearance shared across all frames and a set of framewise
features for each frame to capture the uniqueness. Appear-
ance constancy can help find the missing pattern with the
knowledge from other frames when encountering the un-
seen parts, while appearance uniqueness is to include more
frame-specific motions and patterns.

Since the temporal-constant and framewise features cap-
ture patterns of different levels, the model needs to distin-
guish the appearance constancy and uniqueness in the fea-
ture sequence. We introduce a novel Covariance Loss to
minimize the correlation score in the framewise feature. By
limiting the similar information shared across the framewise
features, we make these features focus on the frame it is rep-
resenting and maximally extract the unique patterns in each
frame. This can also simultaneously maximize the appear-
ance constancy captured by the temporal-constant feature
since the model needs to store these patterns for modeling
the dynamic body shapes during optimization. We include
more discussion in Sec. 3.3.

In addition, considering some appearances are only
shared by a small set of frames, directly mining the appear-
ance constancy or uniqueness with Covariance Loss fails to
capture these patterns in either level of features. We in-
troduce Transformer-on-Transformer (Tx?Former), a new
way of combining the Transformer layers to fuse the frame-
wise features and focus on useful information based on the
current frame. The first Transformer [460] layer equally
combines all the framewise features, and the second Trans-
former layer takes the feature of the current frame along
with the average-pooled output of the first Transformer to
select the helpful information for the specific frame. Un-
like the typical Transformer that only takes the output of
previous layers as input, introducing the feature of the cur-
rent frame helps the network focus on what needs to be se-
lected from sequential features via self-attention. We assess
our method on two public datasets, ZJU-MoCap [33] and
H36M [13], and show state-of-the-art performance.

In summary, our contributions are as follows: 1) we in-
troduce separating constant and unique appearance for dy-
namic human body rendering, 2) we introduce CAT-NeRF
with a Tx?Former for mining the appearance constancy
across the frames and fusing different levels of features
across the video, and 3) we introduce a Covariance Loss
to mine and preserve unique patterns for each frame.

2. Related Work

Neural Radiance Field. NeRF [24] introduces 2-D im-
ages from different viewpoints to reconstruct a cubic neu-
ral radiance field for storing the RGB color value and den-
sity for each point in the cube. Recently some papers
[20,27,29,32,33,35] introduce decomposing the neural ra-
diance from the observation space to canonical space for
modeling the movement of an object. By predicting the cor-

respondences in the canonical space [29,32,35], deformable
NeRF finds the connection between every point in the obser-
vation space and the canonical space and uses the moving
object in the video for the construction of a unique object.
Nerfies [29] and Neural 3-D video synthesis [19] construct
a framewise deformation field for aligning the points in dif-
ferent scenes. HyperNeRF [30] builds the hyper-space for
recording the topological changes. Although these methods
perform well on scene reconstruction, it is difficult to apply
directly for the animatable body shapes since they heavily
rely on the memory of the projection.

Body Shape Reconstruction and Animation. Con-
structing the human body shape requires complicated hard-
ware by most methods [5,6,9,10,43]. Recently, researchers
have mainly developed two different methods: statistic-
based methods [3, 7, 11, 14, 16, 28, 37, 55, 56] and data-
based methods [25, 26, 38,39,41,52,54]. Statistic methods
use a predefined body shape with a default linear skinned
model for human shape reconstruction. Recent work has
also introduced some non-statistics models based on the
body shape reconstruction for 3-D human body shape re-
construction. [38,39] introduce using implicit functions for
3-D estimation. [5 1] introduced using normals to correct the
reconstruction model generated with SMPL shape. With the
development of NeRF [24], researchers also introduced us-
ing the implicit function [20,27] and other 3-D representa-
tions [1,40,44,50,53] for modeling the static body shapes.

To animate the body shapes and render them in the
scene, animatable NeRF, different from the deformable
methods, projects the body shape into a canonical space
[18,32,33,49] or a common shape shapes [34, 36] for pro-
jecting the human body shape from different frames into
a shared shape or space. Recently, researchers have used
statistical methods such as SMPL [22] and SMPL-X [31]
representations for body templates. However, these statisti-
cal skinned models cannot precisely model the body shapes
in the scene, considering different body shapes and clothes.
Researchers have proposed different methods to bridge the
gap between these two models. Methods such as NARF
[27] and A-NeRF [42] do not make explicit canonical space
modeling. SNARF [4] and Animatable NeRF [32] utilize
the neural blend weight field with frame-level correction
for building such correspondence with statistical methods,
while TAVA [18] uses the linear blend skinning (LBS) and
apply a constant change for modeling muscles and clothing
dynamics. No existing methods take both unique framewise
dynamics and temporal constancy into consideration.

3. Method

For each person in a video, we have n camera viewpoints
(n > 1) recording the same sequence from n synchronized
and geometry calibrated cameras and generate a frame se-
quence {v; };=1,2,... n. % is the current frame number, and N
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Figure 2. Architecture for the proposed CAT-NeRF for frame uniqueness and temporal constancy decomposition. Rectangles in the boxes
are trainable MLP layers. We apply the constant and frame-unique field decoders for temporal constant and unique features, respectively.

is the length of the sequence. We show the architecture of
CAT-NeRF in Figure 2. During training, we have both cam-
era positions and corresponding groundtruth images, while
during inference, with novel camera viewpoints, we render
the image with the corresponding feature vectors by pre-
dicting the value of each pixel.

We first briefly review Animatable NeRF [32] in 3.1.
We then introduce CAT-NeRF in Sec. 3.2. For framewise
uniqueness, we introduce the covariance loss in Sec. 3.3,
followed by the overall objective for training in Sec. 3.4.

3.1. Animatable NeRF for Human Modeling

To represent a dynamic scene or object in the video, An-
imatable NeRF [32] constructs two spaces: one observation
space representing the shape we observe for each individual
frame and one canonical space shared by all the frames de-
scribing the same object with a default pose. For a point
in the observation space, it constructs the scene or object of
a frame within a video with two fields representing the den-
sity value o (z) and RGB value ¢(x) of each point following

(), zi(7) = Fo(va(Toe(2)));
C(Z‘) = Fc(zi(x)v '}/d(d% l))

where 2’ is the point in the canonical space corresponding to
x. d is the observation direction and [ is the specific feature
representative for each frame. z is a learnable representa-
tion. 74 and -, are the two position encoding functions
following [27]. T, is the transformation function to find
the corresponding point x in the observation space from the
point z’ in the canonical space, which is formulated as the
neural blend weight field [2, |2]. By separating the human
body shape with K parts based on the linear skinned model,

Animatable NeRF builds the function 7. as

K

Toe(x') = (Z w(z")Gr)x' )

k=1

(1

where G, is the SE(3) transformation matrix for the cor-
responding body part and w(v) is the weight for each point

2’ in the canonical space. In addition, Animatable NeRF
utilizes a frame-wise latent code v; for bridging the differ-
ences between the statistic model w,(z', S;) and w;(x) for
frame ¢. The final blend weight is calculated as

wi(a') = norm(Faw(@',¥:) + ws(2',8;))  (3)
where w,(-) is from the statistical shape S;.

3.2. CAT-NeRF: Constant and Unique Appearance

Although Fa.,(2',1);) helps bridge the differences be-
tween the statistic model and the rendered shape, frame-
wise corrections only use information from current frames
and do not utilize information from the whole sequence.
Modeling the appearance of dynamic shapes needs to con-
sider both constant appearances that are shared by all
the frames and the framewise unique appearances for the
unique dynamics that only appear in one or a few frames.

Based on neural blend weight fields, we introduce CAT-
NeRF to deal with the constant and unique appearance pat-
terns via mining the temporal constancy in the sequence.
Specifically, we use 1), to store framewise uniqueness for
frame ¢, and ¢ for appearance constancy shared among all
the frames. In this way, we decompose the dynamic body
rendering of the neural blend weight field following

Faw(@') = F&" (5, 6°) + FAn™ (w5, G0}, ")

, “)
where F52"*" and Fx\'""“ represent two networks to de-
code the corresponding temporal constant and framewise
adjustment of the appearance for the dynamic person, re-
spectively. G is the Tx*Former for combining framewise
features for frame 7 as Figure 3.

Since some appearances of the body are shared among
a small set of frames that are neither constant nor frame-
wise unique, we introduce Transformer-on-Transformer
(Tx2Former) as a novel way of combining two Transformer
[46] layers. Tx2?Former combines the framewise-unique
features to model the appearances only shared by a set of
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Figure 3. With the collection of frame-unique latent " and cur-
rent frame v;', we use 17 for fusing the features in the neighbor
frames and 7% for combining the features with the current frame.

frames. We have two stacks of Transformer layers [46] to
fuse the framewise feature for frame 7 with other frames in
the video. The final output of G(3¥, ™) follows

Gy, v") = Ta(yi', TL (¥")) @)

where T} and 75 are two stacks of Transformer encoder lay-
ers. The first Transformer encoder fuses all the unique fea-
tures to generate a global understanding of what is included
for all the frames in this sequence besides appearance con-
stancy 1¢. We average pool the output 77 and concatenate
it with the corresponding framewise-unique shape ;" of the
current frame before sending it to 75.

Discussion: Unlike other vision transformers [8,21,45]
that require the output of each patch used in the input, the
reconstruction of the current frame relies more on ;' and
compared with the output of the other frames. In addition,
using the original Transformer generates N — 1 outputs that
are not used for rendering since we only focus on the out-
put features for frame i. Moreover, traditional Transform-
ers compute the self-attention across each pair of frames,
which still focuses on the frame-level understanding with-
out sequential knowledge. In Tx?Former, concatenating the
pooled features and ;" shortens the sequence length for the
input of 75, making the model focus on 9} and select the
sequence-level information from 77’s output based on 9}

3.3. Covariance Loss for Unique Patterns

To split the latent representation for framewise unique-
ness ;' and the constancy )¢ shared by all frames, we in-
troduce a covariance-related loss to separate the information
stored in these two representations in individual frames. For
avideoi € {1,2,..., N}, where N is the overall number of
frames, we have the collection of frame unique represen-
tations U" = (¢}, 9y, ..., %) for framewise uniqueness.
The covariance loss is as follows

1= 2 leov(¥, ¥*)[| - 5 Diag(|[cov(¥*, ¥*)||)

(N —=1)
(6)
cou(-) is the covariance matrix for ¥“, and > represents
the sum of every element in its bracket. || - || indicates using

the absolute value for every element.

For a covariance matrix, each element cov; ; represents
the covariance value between the two features 1); and ;.
Since the diagonal value for the covariance matrix is the
covariance between a variable to itself, it is the variance of
this variable. Since O variance indicates all the elements in
the vector are 0, we remove this item in our loss function.

Discussion: When the covariance value between two
variables is not zero, these two variables tend to vary in the
same or opposite direction. Since the range for the covari-
ance value is in (—o0, +00), we use the absolute value for
each element to change its range to [0, +00). A smaller
absolute value for covariance indicates that these two vari-
ables are less likely to vary together. In this case, we set 0
as the minimum of the loss function and our target for opti-
mization. By reducing the correlation between each pair of
the framewise-unique features, ! for frame i is less likely
to vary along with other frames and increasingly represent
the uniqueness of each frame. This also allows the constant
feature ¢ to capture the maximum amount of the tempo-
ral constancy information and reduce the reuse of the same
feature representations in ;.

To show that L., can minimize temporal constancy in-
formation in ¥* across frames, for each feature v;, we can
decompose it into two vectors: a, which is related to other
feature v; at timestamp j, ¢ # j, and b, which is unique and
not shared with other features. In CAT-NeRF, we use the
learnable feature vector ¥ to represent the frame’s unique
feature and ¢ to represent the constancy. Thus we have

Yo=Y+ =atb

If two features are related to each other, the decoded results
are similar after decoding with the same network and have
strong connections. On the contrary, if two features repre-
sent two distinct shapes sharing no similarity, the correla-
tion between them should be minimized. Thus by applying
the correlation loss on %, we allow the sharable feature
a to be minimally captured by ¢* and make ¢ learn the
constancy. In the meantime, since the constant feature is
captured by ¢, ¥* has more capability of capturing the
framewise-unique feature b and includes more fine-grained
details for each frame in the sequence.

3.4. Objective

To train the model, we follow [32] to build the objective
function for training ¢, ¥, Fonst, Fi"° G(-), F, and
F, jointly. The final objective for training is

L= Lcov + L?"gb + Lnsf

Lugy = S IICi(r) = Ci(r) 12
reR (7N

Lusg = 3 llwila) = ™ (Toela))]ls

zeX



where R is the collection for all the rays that go through
the pixel and X represents all the points sampled in the
volumetric field. || - ||x is the k-norm value. L, assess
the differences between the final rendered color C;(r) with
the groundtruth value C;(r) for each pixel. Since the blend
weight fields between the points in observation space x and
canonical space T, () should be the same for Eq. 3, we fol-
low [32] for establishing L, to minimize the difference.

4. Experiments

In this section, we present our settings and results. We
first show the dataset description in Sec. 4.1, followed by
the implementation details in Sec. 4.2. With these experi-
mental details, we show our results in Sec. 4.3 and 4.4.

4.1. Datasets

In our experiments, we compare our methods with base-
line methods on two different datasets: H36M [13] and
ZJU-MoCap [33]. These two datasets capture the moving
pattern of different poses of the same person from differ-
ent camera viewpoints whose viewpoints are available. We
follow [32] to select the frames and generate the splits for
training and inference in our experiment.

H36M [13] includes videos of different poses for the
same and unique person from 4 different camera view-
points. In our experiment, we follow [32] to select the
videos from subjects S1, S5, S6, S7, S8, S9 and S11. We
use the first three viewpoints (0, 1 and 2) for training and
the remaining for inference for the four camera viewpoints.
For novel view synthesis, the number of frames for training
and testing for these subjects varies between 30 and 60 for
each camera viewpoint. For novel pose synthesis, we use
49 to 200 frames for each subject for evaluation. The size
of the image is set to 1002 x 1000.

ZJU-MoCap [33] includes videos captured from 21 dif-
ferent cameras to collect different human poses. We follow
[32] to use the videos in four categories, “Twirl”, “Taichi”,
“Warmup”, and “Punch1” in our experiment. We select four
viewpoints from positions 0, 6, 12 and 18 from the dataset
for training and use the remaining 17 viewpoints for infer-
ence. For novel view synthesis, the number of frames for
training and testing for these subjects varies between 60 and
400 for each camera viewpoint. For novel pose synthesis,
we use 346 to 1,000 frames for each subject for evaluation.
The size of the image for each frame is 1024 x 1024.

4.2. Implementation Details

Training and Inference. To extract the SMPL shapes
for RGB frames, we follow [15] to generate the SMPL re-
construction. We follow [2, 12] to generate the neural blend
weight field to find the three nearest points on the skinned
model for building the field. For each batch, we sample
4,096 rays and for each ray, we sample 64 points.

To train the network for novel camera viewpoints, we
follow [32] to implement our network. For ¢¢ and ¢", we
set the number for both dimensionalities as 128. To train
the model for novel poses, we first get a model for a novel
view with constant and unique features, respectively. After
that, we copy the frame-unique features reconstructed for
the current poses to the novel poses and use the smooth-
L1 loss for the novel constant feature for body shape and
the original feature generated from the novel view. For
both training steps, we use the Adam optimizer [17] and
set the initial learning rate as 5e — 4 and decay it to %
after 1,000 epochs with an exponential training scheduler
following [32]. The number of epochs is set to 400. During
inference, we use the pretrained constant and unique fea-
tures to decode the density and RGB value for each point in
the field. Our network takes 6-8 hours to train on a novel
viewpoint setting and 20-30 hours to train on the novel pose
setting for each subject on an Nvidia A40 or A100 GPU.

Metrics. For our experiment, we have two different met-
rics between the projection of new images with our gener-
ated results for comparison, PSNR and SSIM [48]. PSNR
and SSIM describe the quality of the reconstructed image
to the original image. Higher values represent better perfor-
mance for both metrics.

Baseline Methods. In our experiment, we compare
our method with Neural Texture [44], NHR [50] and Ani-
mated NeRF [32]. We also report SMPLpix [34] on H36M,
along with NeuralBody [33] and HumanNeRF [49] on ZJU-
MoCap, since the authors did not provide numbers on the
other datasets. We follow [32] to use the body shape re-
construction from SMPL [22] as the input for Neural Tex-
ture [44] as the coarse mesh to render the image and use the
points sampled from the SMPL body shape reconstruction
as the input for NHR. In addition, we also compare a ran-
domly generated image with untrained Animatable NeRF
for PSNR and SSIM since these two scores for randomly
generated images are not the lowest theoretical values (0)
for both of these two metrics. For all these methods, we
follow the setting of Animatable NeRF'.

4.3. Numerical Results

We show our numerical results on H36M [13] and ZJU-
MoCap [33], along with the ablation study for L.,, and
Tx2Former architecture, in this subsection. We present
other ablation studies, such as hyperparameter selections,
in the supplementary materials.

Results on H36M. We show the numerical results for
H36M dataset rendered for novel view and novel pose in
Table 1 and Table 2 respectively. For the results in the ta-
bles, NT is the result for Neural Texture [44] and AN is the
result from Animatable NeRF [32].

lhttps ://github.com/zju3dv/animatable_nerf
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Splits PSNR (1) SSIM (1)
Rand NT NHR  SMPLpix AN Ours Rand NT NHR  SMPLpix AN Ours

S1 17.79 20.98 21.08 22.01 22.05 24.52 0.784  0.860  0.872 0.882  0.888 0.905
S5 18.19 19.87 20.64  23.35 23.27 24.23 0.781 0.855 0.872 0.879 0.892 0.901
S6 18.08 20.18 2040  21.09 21.13 24.24 0.769 0.816 0.830 0.860  0.854 0.875
S7 16.51 20.47 20.29 22.03 2250 2411 0.753 0.856 0.868 0.888 0.890  0.899
S8 16.94 16.77 19.13 22.22 22.75 23.66 0.762  0.837 0.871 0.895 0.898 0.904
S9 18.26 22.96 23.04 23.99 2472 25.95 0.770  0.873 0.879 0.902  0.908 0.909
S11 18.98 21.71 21.91 22.05 24.55 25.26 0.756  0.859 0.871 0.889 0.902 0.905
Average 17.82 20.42 20.93 22.39 23.00  24.57 0.768 0.851 0.866 0.885 0.890  0.900

Table 1. Results of novel view synthesis on H36M dataset. NT and AN represents Neural Textures and Animatable NeRF respectively. (1)

indicates higher results are better.

Splits PSNR (1) SSIM (1)
Rand NT NHR  SMPLpix AN Ours Rand NT NHR  SMPLpix AN Ours

S1 16.51 20.09 2048 2190 2137 23.34 0.741 0.837 0.853 0875 0.868  0.888
S5 17.80  20.03  20.72  23.01 2229 2332 0.749  0.843 0.860 0.878 0.875  0.888
S6 1794 2042 2047 21.89 22,69 2455 0805 0.844 0.856 0.865 0.884  0.891
S7 1592 20.03 19.66 22,12 2222  22.72 0.723  0.838 0.852 0.873 0.878  0.878
S8 16.36 16.69 18.83 2201 21.78  22.90 0.750  0.824  0.855 0.889  0.882  0.895
S9 17.53 2220 2218 2391 2372 24.74 0.738  0.851 0860  0.890 0.886  0.892
S11 19.64 2172 2212 2245 2391 24.24 0.747  0.854 0.867 0.875 0.889  0.891
Average 17.39 2017  20.64 2247 2255  23.68 0.750  0.841 0.858  0.878  0.880  0.889

Table 2. Results of novel pose synthesis on H36M dataset. NT and AN represents Neural Textures and Animatable NeRF respectively.

For the results on the novel view setting shown in Ta-
ble 1, we outperform the state-of-the-art baseline method,
Animatable NeRF [32], on all splits in the dataset for both
metrics we assessed. Since the PSNR and SSIM for a ran-
domly generated image are not 0, we achieve a 30.3% and
8.2% relative improvement compared with the differences
between our baseline method, Animatable NeRF, and the
randomly generated images. Constant features find the ap-
pearance constancy across different frames in the video and
make full use of all the features, as well as reduce random-
ness with the assistance of constant appearances in the other
frames, while the framewise feature can refine the details
based on the constant appearances.

In addition to the results for novel viewpoints, we show
the results on novel poses in Table 2 comparing with the
baseline methods on both metrics. Our method consistently
improves on most of the splits for both metrics. Specifically,
compared with Animatable NeRF, the best baseline method
in our experiment on H36M, we have 21.9% and 6.9% rel-
ative improvements on PSNR and SSIM, respectively.

Results on ZJU-MoCap. In addition to the results on
the H36M dataset, we also show our average results for
PSNR and SSIM for the ZJU-MoCap dataset in Table 3.
For the numerical results, we have similar PSNR and SSIM
compared with NeuralBody and HumanNeRF on the novel
view setting and best performance on novel pose synthe-

sis. Compared with Animatable NeRF, we achieve a 19.1%
relative improvement compared to PSNR on novel views.
Compared with the H36M dataset, ZJU-MoCap is larger,
but its action variations are comparatively fewer, resulting
in the improvements being smaller but still consistent.

Ablation for Covariance Loss. To assess the covariance
loss L., in Eq. 6, we replace it with three variations: 1)
No extra loss for splitting, 2) Correlation loss L., and 3)
KL Divergence Lk, p with the N (0, 1) distribution. Lo
is the product of the correlation scores between every two
dimensionalities in ¥ following

Z(Jﬁl — 1) (xe — T2)...(Tp — Tp)

V(@1 — a1)? Y2 — 22)% (@ — Tn)?
®)

L corr —

ith

where x; is the ¢*" dimension of training features.

We show the results in Table 4 on the slp subject of
the H36M dataset. We note that, without any extra loss,
our network already outperforms the original Animatable
NeREF, indicating the constant features help find the appear-
ance constancy in the sequence for rendering. In addition,
all three methods have better results than the one with no
additional loss applied, while Covariance loss in Eq. 6 has
the best performance. Using product instead of sum and the
lack of examples compared with the feature dimensionality
make L., and Lg p less likely to be optimized. In con-
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Figure 4. Visualization of novel view reconstruction for the three test examples in H36M dataset. AN stands for Animatable NeRF. We
highlight the significant improvements within boxes in our reconstructions.

trast, L., is capable of finding a stable solution to push ¥
to find the uniqueness for each frame.

Ablation for G(-). Instead of using Tx*>Former for fus-
ing frame-unique feature, we show the ablations of different
variations in Table 5. We compare Tx?Former (denotes as
Tx?) with 1) unprocessed frame-level latent ¥y, 2) average
pooling of all ¥*, 3) the original combination of two trans-
former layers Tz and 4) replacing the first layer with aver-
age pooling. We also compare these methods on s1p object
of the H36m dataset and show that Tx?Former has the best
performance, indicating Tx?Former being able to mine the
neighbor features and find out the missing features in v}

4.4. Visualization Results

Comparison with other methods. We show some ren-
dered images in Figure 4 on the H36M dataset with novel
view reconstruction results. In addition to the Neural Tex-
ture [44], NHR [50] and Animatable NeRF [32], we also
compared with D-NeRF [35] for reconstruction. D-NeRF
utilizes the SE (3) transformations to find the correspond-
ing points in the canonical space for the points observed.

With the introduction of decoupling of the constant and
frame-unique appearance with the blend weight between the
statistic shape and the final reconstructed shape, our model

Metric  Setting Rand NT NHR NB HN AN Ours

View 17.83 22.61 23.25 28.90  29.01 27.10  28.87
Pose 18.19  21.55 21.88  23.06 2320 23.16  23.62

View 0.801 0.899  0.905 0967  0.966 0949 0955
Pose 0.790  0.860  0.863 0.879  0.885  0.893 0.899

PSNR

SSIM

Table 3. Results of PSNR and SSIM for novel view and pose syn-
thesis on ZJU-MoCap dataset. NT, HN and AN represents Neural
Textures, HumanNeRF and Animatable NeRF. ‘Pose’ and ‘View’
represent the novel pose and novel view settings respectively.

Loss Type AN NoLoss  Leorr Lkip Leov

PSNR 22.05 22.86 23.52 23.67 24.52

Table 4. Ablation for using different loss functions to replace Lo
in Eq. 7, along with original Animatable NeRF (denotes as AN)
results. All methods except AN are results for our model. ‘No
Loss’ is to remove L., in L of Eq. 7.

can capture the body shape more accurately and with clearer
boundaries. For example, in the first and third rows, our
method is capable of making the correct prediction for the
position of the two legs and having a clearer facial appear-
ance. We have clearer rendered clothing results for the sec-
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Figure 5. Visualization of novel view reconstruction for the test examples in H36M dataset with neural blend weight field from other
frames. At indicates the differences of the frame id in the temporal sequence.

Loss Type pl Avg Tx Avg+Ty T2?

PSNR 22.05 23.09 23.19 23.82 24.52

Table 5. Ablation for different frame-unique features selection as
G(-). Avg is average pooling and T'z is one-layer encoder.

ond example than Animated NeRF. Using the constant fea-
tures to capture such appearance constancy allows our net-
work to find and preserve the temporal similarities instead
of being dominated by unique patterns.

Evaluation for Appearance Constancy. Since we sep-
arate the temporal constant and framewise-unique features
for dynamic human body shape rendering, in this experi-
ment, we assess how much information has been captured
by the constant vector as the appearance constancy. We ex-
change the frame-unique representations " between dif-
ferent frames to see how big a difference the rendered im-
age has over the original rendered results. We select two
frames each time, one from ¢ and another from ¢ + At, and
apply the neural blend weight field from frame ¢ + At to
frame ¢. The images of the person are captured with the
same camera viewpoint but from different timestamps. If
the constant feature captures enough appearance constancy,
changes in the frame-unique feature vector will not have big
differences in the final rendered image since the temporal
constant feature is shared between two frames.

We show the results in Figure 5. With the framewise
features from a different timestamp, Animatable NeRF re-
constructs a blurred image with general appearances un-
changed, indicating most patterns and appearances are simi-
lar between the frames. As a comparison, CAT-NeRF stores

such appearance constancies in the sequence. For example,
in the second row, when we use the framewise features from
other frames, the facial appearance of Animatable NeRF
is not stable, while ours show a more accurate rendering.
When such appearances, such as facial patterns, are con-
stant and shared across all the frames, our model can con-
struct a more confident result from the sequential inputs.

5. Conclusion

We introduce CAT-NeRF for mining and separating the
appearance constancy and uniqueness for dynamic body
shape rendering. The constant feature predicts the constant
appearances that are shareable for all frames for the same
person in the sequence, while the unique framewise feature
simulates the unique dynamics in the sequential rendering.
In addition, we introduce Tx2Former for combining differ-
ent levels of features and a specific Covariance Loss to en-
sure the unique appearance for each frame is correctly cap-
tured. Our method outperforms state-of-the-art methods on
the public datasets, H36M [13] and ZJU-MoCap [33].
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