
Implementation Details

1 Look Forward Module

The look forward module serves as a global parser for the navigation instruction. It takes the entire instruction
as input and decomposes it into a sequence of atomic actions, ensuring that all actions and landmark descriptions
are captured. Each sub-instruction produced by the module must contain at least one action (such as “go through
the door” or “turn left”), and, when mentioned, it must also include specific landmarks that ground the action
in the environment. This global view prevents the omission of actions and ensures the integrity of the instruction
decomposition.

As illustrated in Figure 1, the system first provides an internal system prompt describing how to decompose the
input instruction: sub-instructions should be complete sentences, each covering a single action and any referenced
landmarks. The user prompt supplies a navigation instruction, for example: “Go through the door and turn
left. Go to the left of the stairs. Stop in the doorway to the left of the white double doors.” The module then
outputs a list of sub-instructions paired with their corresponding landmarks. These sub-instructions ensure that
each action is explicit and that any environmental details are retained. A typical output contains approximately
three to eight sub-instructions, depending on the complexity of the original instruction, providing a structured
and human-readable sequence for downstream processing.

Figure 1: We designed the sub-instruction separation prompts for the look forward module.

2 Look Now Module

The look now module provides a fine-grained, step-wise navigation process conditioned on the current visual
observation. At each step, the system integrates the parsed sub-instruction from the look forward stage with the
accumulated navigation history and the scene observations around the agent. It constructs a detailed system
prompt that enumerates the visible candidate viewpoints, their semantic and geometric properties, and the
agent’s current spatial context. The multimodal large language model (MLLM) is then prompted to reason about
which direction best aligns with the current sub-instruction, producing a structured output that contains: (1)
a chain-of-thought justification (“Thought”), (2) the estimated distance toward the predicted direction, (3) the
predicted next viewpoint, and (4) a binary completion estimation indicating whether the current sub-instruction
is complete.

As illustrated in Figure 2, the MLLM compares candidate viewpoints by analyzing spatial cues (e.g., door
positions, hallway direction) and aligns them with linguistic landmarks in the instruction. In this example, the



model determines that the next action “turn left” should follow after moving through the door. It selects the
viewpoint corresponding to the open hallway (Direction 1) as the most consistent continuation and estimates
that the local goal is reached.

Figure 2: Task prompts for the local-level look now module.

3 Look Backward Module

When the progress estimation result from look now module shows ’yes’, ThreeStep Nav will start the look backward
module. As illustrated in Figure 3, the look backward module acts as a global auditing mechanism that evaluates
whether the executed actions have satisfied the current sub-instruction and determines how to transition to the
next one. While the look forward and look now modules operate on linguistic parsing and local visual reasoning,
respectively, the look backward stage explicitly integrates code-level semantics and navigation control logic. The
model is prompted with both the high-level navigation history and the code implementation snippets that define
meta-navigation behaviors, such as Continue, Stay, Look-Around, and Backtrack. By understanding the effects



and intended purposes of these functions, the system can reason about which control operation best fits the
current context.

Figure 3: An example of the complete prompting process in the look backward module. The system integrates
both visual and code-level contexts to decide how to proceed after executing a sub-instruction. The prompt in-
cludes code definitions for four meta-navigation abilities—Continue, Stay, Look-Around, and Backtrack—together
with sequential observations of the agent’s trajectory. Here, the MLLM reasons that the sub-instruction “go
through the door” has been fulfilled and correctly selects Continue, indicating readiness to progress to the next
navigation goal.


